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Executive Summary  
Thank you for your interest in DefendX Software Mobilityϰ VFM, hereafter referred to as 

DefendX Mobility VFM. The latest addition to the DefendX Software® product portfolio, 

DefendX Mobility VFM enables employees to tier files; users can select from a predefined set 

of criteria such as file size, age of last access, or other criteria (Right-/ƭƛŎƪ 5ŀǘŀ aƻǾŜƳŜƴǘϰύΣ 

and organizations can also establish policies that automatically tier files as users reach their 

storage limits (Event-5ǊƛǾŜƴ 5ŀǘŀ aƻǾŜƳŜƴǘϰύΦ .ƻǘƘ ƳŜǘƘƻŘǎ ŜƴŀōƭŜ ŎƻƳǇŀƴƛŜǎ ǘƻ ŎƻƴǘǊƻƭ 

storage and operating costs and to expedite backups.   

DefendX Mobility VFM makes it much easier for customers to control costs and consolidate 

data so that it can be searched and leveraged as needed. DefendX Software continues its 

innovation in file-based storage management with the ultimate objective of helping customers 

reduce storage capital and operating costs.  

System Overview  
Your goal is to categorize your data, properly manage it, and move the right data to the most 

appropriate storage tier to reduce costs, address compliance issues, and perform electronic 

discovery. However, most archival solutions require expensive, repeated scans of the entire 

file system. Even worse, large, infrequently used files can reside in your primary storage for 

months! DefendX Mobility VFM allows for flexibility in your approach to data migration with 

automated policy-driven movement, manual user driven movement, or a combination of both. 

You decide what is best for your organization. DefendX Mobility VFM redefines the economics 

of data movement by being event- and policy- driven in real time, rather than requiring 

repeated scans of the entire file system, thus greatly helping to reduce storage-related costs.   

Browser Settings  
You need to have the "Allow Active Scripting" under  

Properties>Security>LocalIntranet>CustomSecurity enabled. This may require you to add the 

DefendX Mobility VFM Admin server to your local intranet sites. If this option is disabled, then 

the DefendX Mobility VFM Admin site's left-hand main menu will not be able to expand.  
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DefendX Mobility  VFM Home Page 
The Home menu provides a quick view into the current status of the environment and 

statistics on the operation of the software. 

Enterprise Assessment 

The enterprise assessment section provides a quick view into the capacity that can be tiered in 

the environment.  This is a result of the assessments for all primary servers that were 

configured in the environment.  The Assessment report provides views of file aging by either 

ά!ŎŎŜǎǎŜŘ 5ŀǘŜέ ƻǊ άaƻŘƛŦƛŜŘ 5ŀǘŜέ ƻŦ ǘƘŜ ŦƛƭŜǎΦ  ¢ƘŜ ǘƻǘŀƭ ƴǳƳōŜǊ ƻŦ ŦƛƭŜǎ ŀƴŘ ǘƘŜƛǊ ǎƛȊŜǎ ŀǊŜ 

placed into date range buckets to allow for easy identification of how much capacity can be 

archived from the environment.  The assessment widget also has a dropdown menu that 

allows for tallying all the files that are identified as happening after a specific time period.   

 

 

Tiering Statistics 

The Tiering statistics widget provides a view into the archiving activity of the software.   The 

tiering statistics can be viewed as Daily activity for the past seven days or Monthly activity for 

the past six months.  Both views provide the same tabular data which gives statistics for the 

number of tiering requests, the number of tiered files and the total Tiered size.  It also provides 

a graphical view of the activity over the time period for the number of tiering requests, 

number of files tiered, primary storage savings, and tiering rate. 
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Auto-Recall Statistics 

The auto-recall statistics give a view of the activity around auto-recalls.  Auto-recalls are files 

that have been rehydrated back to a primary storage device during normal user operations 

such as double-clicking a file.  The auto-recall statistics gives an overview of all auto-recall 

statistics grouped by daily, monthly, and all-time activity.  Each of these tabs presents the 

number of requests per protocol (SMB or NFS) and a combined total.  The tabs also provide 

statistics on successful and failed requests as well as a total capacity that was auto recalled.   

Finally, the widget provides a list of the top five users auto recalling files viewed by number of 

requests and capacity recalled.   
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DefendX Mobility VFM Alerts Page 
The DefendX Mobility VFM Admin has ŀ ƴŜǿ ά!ƭŜǊǘǎέ ƛǘŜƳ ƛƴ ǘƘŜ ǘǊŜŜ that provides a 

centralized repository of alerts from the system displayed in a table.   Alerts will be retained in 

this table for 90 days, by default. This can be controlled within the DefendX Mobility VFM 

Admin άǿeb.configέ setting. 

<add key="MaxDaysToKeepAlerts" value="90"/> 

The Alerts table displays the date and time, type, DefendX VFM component generating the 

alert, the location or server where it occurred, and the message of the alert.    
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DefendX Mobility  VFM Status Pages  

The status pages provide details around the operational and activity status of the application 

components. 

Primary Storage Status 

This page displays the status of your DefendX Mobility VFM Task Servers and Core Tiering 

Engine (CTE) status.  

To view the primary file server status, click Primary File Severs Status under the Status in the 

left-hand main menu. The Primary File Server Status page is displayed.  

 

The page shows the name of the server and the status (whether it is idle or executing).  

The Task Server Status states include:  

Å άIdleέ ς The Task Service has no requests to process. The Last Update date will be 
updated every 5 minutes so that there is an indication of whether the Task Service 
is in a normal operating state.  

Å άExecutingέ ς The Task Service is currently executing a request. When the request is 
complete, its results can be viewed on the completed page.  

Å άDisabledέ ς The Task Service ǿƛƭƭ ƴƻ ƭƻƴƎŜǊ ŀŎŎŜǇǘ ǘƛŜǊ ǊŜǉǳŜǎǘǎΦ ¦ǎŜ ǘƘŜ άtrimary 
{ŜǊǾŜǊǎέ ǇŀƎŜ ǘƻ ǊŜ-enable it.  

Å άStoppedέ ς The Task Service is currently stopped. 

The CTE Status states include:  

Å άLŘƭŜέ ς A CTE scan is not running.  
Å άtŜƴŘƛƴƎέ ς A CTE scan has been manually initiated and will start executing within 5 

minutes.  
Å ά9ȄŜŎǳǘƛƴƎέ ς A CTE scan is currently running.  
Å ά9ȄŜŎǳǘƛƴƎ !ǎǎŜǎǎƳŜƴǘέ ς A CTE Assessment scan is currently running. 
Å ά5ƛǎŀōƭŜŘέ ς The CTE engine has been installed but scanning has not been enabled 

for the primary server. Refer to the Primary Server details page.  
Å άbƻǘ LƴǎǘŀƭƭŜŘέ ς The CTE engine has not been installed on the Task Server.  
Å άtŀǳǎŜŘ ŘǳŜ ǘƻ hǇŜǊŀǘƛƻƴŀƭ IƻǳǊǎέ ς Outside of hours of operation. 
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The CTE last tier scan displays the date of when the CTE engine last scanned the primary 

server.   

The CTE last sync scan displays the date of when the CTE engine last synchronized stubs on the 

primary server. 

 

Secondary Storage Status 

The secondary storage status page displays all the configured secondary stores and related 

deletion statistics for the corresponding secondary store. 

 

The table provides the name and type of each secondary store.  For each store, it will outline if 

there is a deletion schedule configured, the next start time of the deletion schedule, the 

current status of the schedule, and the last time the schedule was started.   

The Deletion Status states include:  

Å άLŘƭŜέ ς A deletion is not running.  
Å άtŜƴŘƛƴƎέ ς A deletion job has been initiated and will start executing within 5 

minutes.  
Å ά9ȄŜŎǳǘƛƴƎέ ς A deletion job is currently running.  

 

The table also provides statistic on the last deletion job that was run including the time to 

complete, the number of objects deleted, the total size of objects deleted and the results of 

the deletion.   

Domain Storage Status 

DefendX Mobility VFM has the ability to scan additional domain attributes to enhance the 

meta-data collected for the files tiered.  The software stores meta-data related to the file both 

in the database and with the objects on the secondary store.  With the domain agent, 
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additional domain attributes can be collected for the owner of the files and stored with the 

meta-data.   

The domain storage status page displays all the configured domains and related statistics for 

the domain. 

 

 

The table provides the domain name and type of directory service that was scanned.  For each 

domain, the table shows the Task Service that was used to scan, the current Task Service 

status, the timestamp of the last update from the Task Service and the domain scan status.   

The Domain Scan Status states include:  

Å άLŘƭŜέ ς A domain scan is not running.  
Å άtŜƴŘƛƴƎέ ς A domain scan has been initiated and will start executing within 5 

minutes.  
Å ά9ȄŜŎǳǘƛƴƎέ ς A domain scan is currently running.  
Å ά¦ǇŘŀǘƛƴƎ 5.έ ς A domain scan has completed, and the data is being uploaded to 

the database. 
Å ά{ǘƻǇǇŜŘέ ς The domain agent service is currently stopped. 

 

The table also provides statistic on the last scan job that was run including the time to 

complete, the number of objects scanned, what domain controller was scanned, the scan 

results, as well as the schedule (if any) assigned to the domain.  

 

On-Demand Status 

This page displays all the pending requests that have been submitted by the Right-Click Data 

Movement (RCDM) application, the Event-Driven Data Movement (EDDM) application, the 

Recovery Portal or the Access Portal. There are three types of requests, Tier, Recall, and 

Recover. Each request is assigned an ID for which you can drill into and view additional 

information. Requests are also stamped with the time it was submitted along with the primary 
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server the request was issued for. Pending requests can also be placed on hold until released 

and they can be removed.  

 

Queued Requests 

To view queued requests, perform the following steps:  

1. Under Status in the left-hand main menu, click On-Demand Status>Queued Requests. 
The Queued Requests page is displayed.  

  

2. To view the details of the request, click the link for the request ID. This will show the 
details of the request: the request ID, who submitted it, when it was submitted, the UNC 
path of the file, the file name, the file size, and the file owner.   
 

NOTE: If the request type was to tier or recall specific files, then those file names, sizes, and 

owners will appear. If the request type was to tier or recall a folder, then the file grid will 

not appear.  

  

NOTES:  

Å Queued requests are sitting in a queue waiting to be serviced. Pending 
items will get processed in a sequential order.  
 

Å On-hold (Manual) means the item was placed on hold manually, i.e., by 
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using the Hold button. Items that are manually held will not be 
processed until the administrator releases the hold on the item.  
 

Å On-hold (Network) means the item was placed on hold by a Task 
Service due to a network issue while trying to tier or recall an item. 
When the network issue is resolved then these held items will 
automatically be released by the Task Service.   

  

It is possible to place network held items on manual hold by selecting the items 
and pressing the hold button. When doing this then those items will be held until 
manually released.  

   

3. To move an item from queued to on-hold, or to release an item from hold, simply check 
the Select column and then click either the Hold or Release Hold button. Administrators 
can put tiering requests on hold, release the hold, or delete the requests.   

  

 

Completed Requests 

This page displays all the most recent completed requests. The number of completed requests 

that will be displayed is 250 by default. This number is controlled by the 

MaxCompletedRequestsToDisplay value found in the web.config file. By clicking the Batch ID, 

you can drill into and view the results of the request.  

To view completed requests, perform the following steps:  

1. Under Status in the left-hand main menu, click On-Demand Status>Completed 
Requests. The Completed Requests page is displayed.  
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2. To view the details of the batch, click the link for the Batch ID. This will show the details 
of the batch.  

  

 

3. To view the results of the files being tiered to each of the secondary stores defined in 
the storage group, click on the Store Group link.   

 

 

4. To dig further to the request within the specified batch, click the View link.   
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NOTES:   

Å If the request type was to tier or recall specific files, then those file 
names and sizes will appear.   

Å If the request type was to tier or recall a folder, then the file grid will not 
appear.  

 

5. Navigate to the batch details page (as per step #2 of this section), you can drill into the 
Request ID in the file grid, you will be able to view the results of each file on primary 
storage. Whether the file was stubbed, for tiering requests, or restored for recall requests.  
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Scheduled Status 

This page displays the requests that have been submitted by a Core Tiering Engine (CTE) scan 

or a secondary storage deletion. The requests are sorted by the date and time the Core Tiering 

Engine or secondary storage deletion was executed.  The queued requests allow the user to 

drill into and view additional information. 

 

Queued Requests 

To view queued requests, perform the following steps:  
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1. Under Status in the left-hand main menu, click Scheduled Status>Queued Requests. The 
Queued Scans page is displayed. 

 

 

2. To view the details of the request, click the link for the Request Time. This will show the 
details of the request and the current status. The Core Tiering Engine divides a scan into 
multiple batches. Each batch contains multiple requests, and each request contains 
multiple files that will be tiered. By drilling into a Batch-ID, you can view all the requests for 
that batch, and then, by drilling into a Request-ID, you can view all of its files as shown by 
the following screen shots.  

 

 

3. To view the requests within a certain Batch ID, click on the Batch ID link.   

 

 

4. To view the request details, click on the Request ID.  
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Completed Requests    

This page displays all the most recent completed requests. The number of completed requests 

that will be displayed is 250 by default. This number is controlled by the 

MaxCompletedRequestsToDisplay value found in the web.config file. By clicking the Date Time 

Stamp, you can drill into and view the results of the request.  

To view completed requests, perform the following steps:  

1. Under Status in the left-hand main menu, click Scheduled Status>Completed Requests. 
The Completed Requests page is displayed. The requests are sorted by the date and time 
the Core Tiering Engine was executed.  

 

 

2. The Core Tiering Engine divides a scan into multiple batches. Each batch contains 
multiple requests, and each request contains the results of files that were tiered. By drilling 
into a Batch-ID, you can view all the requests for that batch, and then, by drilling into a 
Request-ID, you can view the results of all of its files as shown by the following screen 
shots.  
 
3. To view the details of the request, click the link for the Start Time. This will show the 
status for each batch.  
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4. To view the requests within a certain Batch ID, click on the Batch ID link.   

 

 

5. To view the Request Detail, Click on the Request ID 

 

 

6. To view the results of the files being tiered to each of the secondary stores defined in the 
storage group, click on the Store Group link.   
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NOTE: If the request type was to tier specific files, then those file names, size, and 
owners will appear. If the request type was to tier a folder, then the file grid will not 
appear.  

 

 
 

 
7. To dig further to the request within the specified batch, click the View link.   

 
 

 
8. Drilling into the Request ID in the file grid, you will be able to view the results of each file 
on secondary storage.   
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9. Navigate to the batch details page (as per step #4 of this section), you can drill into the 
Request ID on this page to view the results of each file on primary storage and whether the 
file was stubbed, or a warning or error occurred.  
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DefendX Mobility VFM Reports Pages  

The reports pages provide high level reports on the users and primary servers of the system.  

User Reports 

This page displays the number of tier requests for each user who submitted requests.  

To view this report, perform the following steps:  

1. Click Requests by User under Reports in the left-hand main menu. The User Report is 
displayed.  

 

 

2. To display more detail, click the username. This page displays the number of requests 
for the selected user that were destined for each of the primary servers listed. This page 
also displays statistical information for the past 7 days as well as for the month (when the 
Monthly Activity tab is selected).  
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 NOTE: Detailed information is only displayed for tier requests. Recall requests are not 

taken into consideration here.  

 

Primary Server Reports  

This page displays the number of tier requests processed by each primary server.  

To view this report, perform the following steps:  

1. Click Requests by Primary Server under Reports in the left-hand main menu. 
The Primary Server Report is displayed.  

  

 

2. To display more detail, click the primary server name. This page displays the 
number of tier requests for this selected server and each of the users who submitted 
requests for it. This page also displays statistical information for the past 7 days as well 
as for the month (when the Monthly Activity tab is selected).  
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NOTE: Detailed information is only displayed for tier requests. Recall requests are not 

taken into consideration here.  

 

The assessment section provides a quick view into the capacity that can be tiered on this 

ǎŜǊǾŜǊΦ  ¢ƘŜ !ǎǎŜǎǎƳŜƴǘ ǊŜǇƻǊǘ ǇǊƻǾƛŘŜǎ ǾƛŜǿǎ ƻŦ ŦƛƭŜ ŀƎƛƴƎ ōȅ ŜƛǘƘŜǊ ά!ŎŎŜǎǎŜŘ 5ŀǘŜέ ƻǊ 

άaƻŘƛŦƛŜŘ 5ŀǘŜέ ƻŦ ǘƘŜ ŦƛƭŜǎΦ  ¢ƘŜ ǘƻǘŀƭ ƴǳƳōŜǊ ƻŦ ŦƛƭŜǎ ŀƴŘ ǘƘŜƛǊ ǎƛȊŜǎ ŀǊŜ ǇƭŀŎŜŘ ƛƴǘƻ ŘŀǘŜ 

range buckets to allow for easy identification of how much capacity can be archived from this 

primary server.  The assessment widget also has a dropdown menu that allows for tallying all 

the files that are identified as happening after a specific time period.   

 

 



                                     Copyright © 2020 DefendX Software  25 

 

DefendX Mobility VFM Tiering Operations Pages 

The tiering operations section of the system is where users can configure operational 

components of the application that can be used to create the tiering policies.  These 

components are reusable across policies.   

Stub Settings  

The Stub Settings allows users to control the type of file stub to leave on the primary server 

after files have been tiered.   The stubs setting table shows the names, descriptions and counts 

of the stub settings.  The Server/Share Count is the number of primary servers and/or shares 

configured with this stub setting, refer to the Primary File Servers and Share pages for a cross 

reference. 

 

¢ƻ ŎǊŜŀǘŜ ŀ ƴŜǿ ǎǘǳō ǎŜǘǘƛƴƎΣ ŎƭƛŎƪ ƻƴ ǘƘŜ άNew Stub Settingέ ōǳǘǘƻƴ 

1. In the Name and Description section, enter a name and description for the stub setting. 
The name can then be assigned to one or more primary servers. 

 

 

2. In the CIFS Primary Storage Stub Options section, specify the options through which 
you want DefendX Mobility VFM to handle files located on primary servers CIFS shares 
when they are tiered. 
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3. In the NFS Primary Storage Stub Options section, specify the options through which you 
want DefendX Mobility VFM to handle files located on primary servers NFS exports when 
they are tiered. 
 

NOTE: Microsoft Services for NFS must be installed on the Task Servers if you want to tier 

files from NFS exports located on EMC VNX/Unity or Generic NAS devices. It is not 

necessary for NetApp.  

 

 

4. In the Stub Delete options section, specify if you want stubs to be deleted when no 
more objects representing the files exist in any secondary stores.  This option only applies 
to objects deleted by a secondary store deletion policy.   

 

 

5. In the Missing Stub Options section, you can indicate how the application will behave 
when stub files ŀǊŜ ŘŜƭŜǘŜŘΦ  ¢ƘŜ aƛǎǎƛƴƎ {ǘǳō hǇǘƛƻƴǎ ŀǊŜ ǘƛŜŘ ǘƻ ǘƘŜ ά{ǘǳō {ȅƴŎέ ƻǇǘƛƻƴ 
for a primary server which is a batch operation.  If no options are selected, when a stub file 
is deleted from the primary server, the file object(s) on secondary stores will not be 



                                     Copyright © 2020 DefendX Software  27 

 

modified.   {ŜƭŜŎǘ ǘƘŜ άPerform the following actions if a stub does not existέ ŎƘŜŎƪōƻȄ ǘƻ 
enable the Missing Stub options.  Once enabled, you can select either:  

Å Recreate the stub files if a secondary store object still exists OR 
Å Delete the secondary store object(s) for that file and set a time frame for that 

deletion from the secondary store 
 

Additionally, the Missing Stub Option can be switched from batch processing (post-event) 

to near real-time operation by selecting the checkbox to perform the options only for real-

time delete events.   

NOTE: The real-time option is only available on NetApp storage arrays, EMC VNX, and EMC 

Unity arrays.  

 

 

6. In the DefendX Mobility VFM File Intranet Website section, enter the URL of the 
website to which users are directed when they access a file on primary storage that was 
tiered and stubbed using either the URL or HTM stub options. This website allows users an 
option to recall files back to primary storage. The URL format is: 
άhttp://<server>/VFMFileIntranetέΦ  
 

Note: The DefendX Mobility VFM File Intranet must be installed on <server>. 
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Configuring File Attribute Settings 

File attribute settings are used by the Core Tiering Engine to include or exclude files that have 

special attributes. The File attribute settings page displays any configured file attribute setting 

groups and allows the creation of new file attribute settings. 

 

 

¢ƻ ŎǊŜŀǘŜ ŀ ƴŜǿ ŦƛƭŜ ŀǘǘǊƛōǳǘŜ ǎŜǘǘƛƴƎΣ ŎƭƛŎƪ ƻƴ ǘƘŜ άNew File Attribute Settingέ ōǳtton 

1. In the Name and Description section, enter a name and description for the attribute 
settings group. The name can then be assigned to one or more primary servers. 

 

 

2. In the File Attribute Options section, specify the options through which you want 
DefendX Mobility VFM to include (checked) or exclude (unchecked) in the scan. 
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Configuring File Type Settings  

The file type settings allow you to enter a set of file types and to specify whether they are a set 

of excluded or included types.  These file type sets can be used in scan and deletion policies to 

further identify files that meet the criteria for the specified action.  

To configure File Type settings, perform the following steps:  

1. Under Tiering Configuration in the left-hand main menu, click File Type Settings. 
 
2. In the File type Settings section, click New File Type Settings or click the name of an 
already existing File Type Settings name to edit these properties. 
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3. In the Name and Description section, enter a name and description for the file type 
settings. The name can then be assigned to one or more secondary storage groups as well 
as the Core Tiering Engine policies and secondary storage groups. 

 

 

4. In the File Type Settings section, enter one or more file types by which DefendX 
Mobility VFM can limit the files that can be tiered. 
 
5. Indicate whether the listed file types are a list of excluded or included file types. 

 

 

Core Tiering Engine 

The Core Tiering Engine works in conjunction with DefendX Mobility VFM to tier files from one 

or more primary servers.  As with RCDM, the Core Tiering Engine gives administrators a 

method to tier aged files from servers.  The DefendX Mobility VFM Admin site and 

corresponding Task Services must be configured in order for the Core Tiering Engine to tier 

files.  Based on the configuration, the engine can scan CIFS shares and NFS exports, identify 

files that meet the requirements to be tiered, then issue tier requests to DefendX Mobility 

VFM Admin (Administration web site).  The corresponding Task Services will process the tier 
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requests that have been submitted to DefendX Mobility VFM as would occur in any standard 

DefendX Mobility VFM deployment.  

NOTE: The Core Tiering Engine must be installed on the Windows server for which the DefendX 

Mobility VFM Task Service ŎƻƴǘǊƻƭǎ ǘƘŜ ǘƛŜǊƛƴƎ ƻŦ ǘƘŜ ǇǊƛƳŀǊȅ ǎŜǊǾŜǊΩǎ ŦƛƭŜǎΦ ¢ƻ ŀǎǎƛƎƴ ŀ /ƻǊŜ 

Tiering Engine schedule and policy, click on the CTE link for the primary server on the primary 

ǎŜǊǾŜǊǎΩ page and enable Scanning for the Core Tiering Engine as well as assign the schedule. A 

policy can be assigned to each scan location added.  

Scan Policies Page 

The Core Tiering Engine Scan Policies allows you to control which files will be submitted for 

tiering by the Core Tiering Engine.   The Scan Policies page displays all the configured scan 

policies in the environment and allows the user to create a new policy.  These policies can be 

applied to a share to define how files are identified for tiering.  A scan policy can be used in 

multiple shares.  

 

 

To configure a CTE Scan Policy, perform the following steps:  

1. Under Core Tiering Engine Configuration in the left-hand main menu, click Scan Policies. 
 
2. In the Core Tiering Engine Scan Policies, click New CTE Scan Policy or click the name of 
an already existing CTE Scan Policy to edit these properties. 
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3. In the Name and Description section, enter a name and description for the Scan Policy. 
The name can then be assigned to one or more primary servers. 

 

 

4. In the Scan Policy section, specify the criteria by which DefendX Mobility VFM can 
identify which files are tiered by the CTE. Files can be identified for tiering based on 
modified, accessed and created dates. Files can also be identified by file size and by file 
type settings. 
 

NOTE: DefendX Mobility VFM can control which files are tiered by the Core Tiering Engine. 

Files can be identified for tiering based on modified, accessed, and created dates. Files can 

also be identified for tiering based on file size by selecting the Tier all files based on file size 

only option.  Each of the accessed, modified, and creation date settings below can be 

specified as either a number of months or a date.  

 



                                     Copyright © 2020 DefendX Software  33 

 

 

 

Default Assessment Policy 

Default Assessment: A new default assessment policy will be created during the upgrade and 

is assigned as the default Core Tiering Engine policy when the primary server is set to a scan 

type of assessment.  

Note: Any scan policy can be used for assessments. The default assessment policy was created 

for convenience. 

By default, the Default Assessment policy will scan all files based on file size only. Since the file 

size setting is set to zero, all files will be used in the assessment. However, this policy can be 

modified to assess files based on date and/or file types as well. 
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Encryption 

Files tiered by DefendX Mobility VFM can be configured for data at rest encryption.  

Encryptions settings for data at rest as well as the master encryption key for the product are 

controlled by this section.   

Encryption Settings 

The Encryption Settings Page lists any encryption keys that have been configured in DefendX 

Mobility VFM and allows for the creation of new keys.  Encryption keys are assigned to 

secondary data stores to configure data at rest encryption of tiered files 

 

To configure Encryption settings, perform the following steps:  

1. Under Encryption Settings, click New Settings or click the name of an already existing 
Encryption Setting to edit these properties 
 
2. In the Name and Description section, enter a name and description for the Encryption 
settings. The name can then be assigned to one or more secondary storage groups. 

 

 

3. In the Encryption Settings section, Select the checkmark to Encrypt File Data and select 
ŀƴ 9ƴŎǊȅǇǘƛƻƴ ƪŜȅ ǘƘŀǘ ǿŀǎ ǇǊŜǾƛƻǳǎƭȅ ƎŜƴŜǊŀǘŜŘ ǳǎƛƴƎ ǘƘŜ άDŜƴŜǊŀǘŜ 9ƴŎǊȅǇǘƛƻƴ YŜȅǎέ 
section. 
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Generate Encryption Keys 

The Generate Encryption Keys section allows users to create encryption keys to be used in the 

Encryption Settings section.  The system takes care of storing these encryption keys and 

managing them if they are changed over time.  

 

To configure and Encryption Key, perform the following steps:  

1. Under Encryption Key Configuration, click New Key Configuration or click the name of 
an already existing Encryption Key to edit these properties 
 
2. In the Name and Description section, enter a name and description for the Encryption 
Key. The name can then be assigned to one or more Encryption Settings. 

 

 

3. In the Key Settings section, Select the encryption algorithm for the encryption key.  
Currently the system supports AES-128, AES-192, or AES-256.   
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Master Encryption Key 

The Master Encryption key is used by DefendX Mobility VFM to encrypt sensitive configuration 

data such as passwords when they are stored in the database.  The Master Encryption Key 

section allows for the backup, recovery, and generation of new Encryption keys.  Performing of 

these operations is limited to access of the application from the server that is running the 

DefendX Mobility VFM Admin.  If a user attempts to reach this section from any other location, 

they will see the following message.  

 

 

When logged into the server running the DefendX Mobility VFM Admin component, the user 

will see the following options: 
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In this section the user can select to export the key to a text file.  Please ensure that this key 

remains in a safe location as it can potentially be used to decrypt the database and reveal the 

contents of passwords stored in the system.   

 

The Import section allows an encryption key that was previously exported to be added to the 

system to be able to access encrypted information on the database.  This process is sometimes 

necessary when a re-installation of the DefendX Mobility VFM Admin has occurred.   

 

Finally, the Modify section allows users to re-generate an encryption key for the system.  The 

Master Encryption Key should only be replaced when it is necessary (i.e., when the current key 

has been compromised).  To ƳƻŘƛŦȅ ǘƘŜ ƪŜȅΣ ǘƘŜ ά9ƴŀōƭŜ aƻŘƛŦȅ .ǳǘǘƻƴέ Ƴǳǎǘ ōŜ ǇǊŜǎǎŜŘΦ  ¢Ƙƛǎ 

will enable the modification button that will re-generate the encryption key.  After modifying 

the Master Encryption Key use the 'Export' option above to save it to a file for backup purposes. 

Before modifying the Master Encryption Key, it is highly recommended to back-up the DefendX 

Mobility VFM Administration configuration and stores databases.  
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Configuring Primary Storage  
 

A Primary Server is a source file server used to access primary storage. The Core Tiering Engine 

will scan the pǊƛƳŀǊȅ ǎŜǊǾŜǊΩǎ ǎƘŀǊŜǎ ŀƴŘ ǎŜƭŜŎǘ ǘƘŜ ŦƛƭŜǎ ǘƻ ōŜ ǘƛŜǊŜŘ ōŀǎŜŘ ƻƴ ǘƘŜ ŀǎǎƛƎƴŜŘ 

ǇƻƭƛŎȅΩǎ ŎǊƛǘŜǊƛŀΦ ¦ǎŜǊǎ ŎƻƴƴŜŎǘƛƴƎ ǘƻ ǘƘŜ ǇǊƛƳŀǊȅ ǎŜǊǾŜǊΩǎ ǎƘŀǊŜǎ ǿƛƭƭ ŀƭǎƻ ōŜ ŀōƭŜ ǘƻ ǎŜƭŜŎǘ ŦƛƭŜǎ 

and folders for tiering using DefendX Software RCDM.   

When a new Task Service is installed, the primary server entered during the Task Service 

installation will be automatically added to the primary ǎŜǊǾŜǊǎΩ page within 60 seconds after 

the Task Service installation is complete. Primary servers that are automatically added will be 

ŎƻƴŦƛƎǳǊŜŘ ǘƻ ǳǎŜ ǘƘŜ ά5ŜŦŀǳƭǘέ ǎŜŎƻƴŘŀǊȅ ǎǘƻǊŀƎŜ ƎǊƻǳǇΦέ  

The New Primary Server button can be used to add additional NAS or generic servers to an 

already existing Task Service installation.  

The New Primary Server button can also be used to re-add a primary server that was 

previously deleted in the DefendX Mobility VFM Admin. To undelete a primary server, click the 

New Primary Server button and type in the name of the primary server and choose the correct 

Task Server. You can also select a different Task Server having the same type if you want to 

move the primary server to another Task Server. 

 

NOTES:  
Å The Task Service installer for a NAS or generic server will prompt for the initial NAS 

or generic host name. This host name will automatically be added to the primary 
servers, as described above. 

Å If you want the same Task Service to control more than one of the same types of 
NAS or generic server, then use the New Primary Server button. 

 

 

To add a new primary server, perform the following steps:  

1. Under Primary Storage in the left-hand main menu, click Primary File Servers. 
 
2. In the Primary File Servers dialog box, click the New Primary Server button. 
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3. In the Add New Primary Server dialog box, enter the needed information. This dialog 
box enables you to assign the settings for Tiering, Stubbing, Secondary Storage Group to a 
primary server. 
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If a Task Server is not found in the drop-down list, then you must first install the Task Service 

using the DefendX Mobility VFM Task Service for the applicable primary server type. When the 

installation is complete, the Task Server will appear in the primary server drop- down list.  

More than one primary server can be assigned to the same Task Service as long as the Task 

Service has full permissions to its shares and the primary server is the same type as the 

specified Task Server.  

 

Value  Definition  
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Primary Server  The name of the primary server you want 
to tier files from. For new primary servers 
being added, you can enter either the fully 
qualified name or the NetBIOS name. 
When editing, the primary server name 
will always display the NetBIOS name and 
will not be editable.  

The Primary Server name represents a File 
Server in the Cluster 

This is only applicable for Windows 
primary servers. Refer to the Windows 
Cluster Server appendix. 

Task Server  Select the appropriate Task Server that 
will be used to tier files from the primary 
ǎŜǊǾŜǊ ŘŜǇŜƴŘƛƴƎ ƻƴ ǘƘŜ ǇǊƛƳŀǊȅ ǎŜǊǾŜǊΩǎ 
platform type.   

Tiering Submission  Submitting tiering requests can be 
enabled or disabled. Primary servers that 
are disabled will continue to process all 
pending tiering requests; however, new 
tiering requests will be denied. Recall and 
Recovery requests are not affected and 
will always be accepted.  

Tiering Hours of Operation Select the name of a hours of operation 
settings that will control when tiering can 
occur. 
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Allow tiering for shares that have not 
been configured.  

If checked then all ǘƘŜ ǇǊƛƳŀǊȅ ǎŜǊǾŜǊΩǎ 
shares will be allowed to have files tiered 
from without being configured separately. 
If the share does not have an explicit 
configuration defined, then the primary 
server settings will be used.  

If not checked, then only the primary 
ǎŜǊǾŜǊΩǎ ǎƘŀǊŜǎ ǘƘŀǘ ŀǊŜ ŜȄǇƭƛŎƛǘƭȅ 
configured will be allowed to have their 
files tiered. Therefore, tiering can be 
restricted to certain shares.  

Refer to the section on Configuring  

Primary Server Shares for more details. 

Automatically re-tier files This allows for the automatic re-tiering of 
files which have been recalled. The re-
tiering will occur after a specified period 
of time has elapsed. 

Stub Settings Choose a stub settings name that will 
control how a tiered file on primary 
storage is stubbed. 

File Attribute Settings Choose a file attribute settings name that 
will control what types of files on primary 
storage can be tiered based on file 
attributes. 

Auto-Recall section.  Windows: Enable the file filer for offline 
events 

NetApp: Enable FPolicy for offline events. 

VNX/Unity: Enable CEE connector for 
offline events. 
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Secondary Store Group  Select the name of the secondary storage 
group, which contains one or more 
secondary storage locations, to tier the 
ǇǊƛƳŀǊȅ ǎŜǊǾŜǊΩǎ ŦƛƭŜǎ ǘƻΦ  

 

Use the Default Download Location UNC 
Path  

If checked then all file download requests 
initiated from the Access Portal, Recovery 
Portal or FileIntranet sites will use the 
default download location defined in the 
Additional Configuration ς Default 
Download Location page.  

If unchecked, then all file downloads will 
be stored in the location specified below.  

File Download UNC  If the above checkbox is not checked, then 
specify the UNC path to be used to 
temporarily store the contents of tiered 
files being downloaded from secondary 
storage.   

Note: The Access Portal, Recovery Portal 
and FileIntranet sites application pool 
users must be granted read access to the 
share and directories in this UNC path.  

Important Notes:  

Å The following applies to Task Services for Windows ONLY. 

Primary server name represents a Cluster name. 

When checked indicates that the primary server name is the cluster which 
contains the shared resources.  An additional text box will also appear for you 
to enter the name of the fail-over Task Server. Refer to the appendix for 
details on configuring tiering for a Microsoft Windows Cluster environment. 

Å The following applies to Task Service for NetApp ONLY. 

Enable Pass-through Read when stubbing with the offline file attribute. 

If checked then when a user double clicks on a stubbed file containing the 
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offline file attribute, the contents of the file stored in secondary storage will 
be passed through to the user keeping the stub file intact (i.e., without 
recalling the file back to primary storage). 

If not checked, then when a user double clicks on the stubbed file, the file on 
secondary storage will be copied back to primary storage overwriting the 
stub. 

NetApp Cluster Mode Settings require the IP address of the cluster as well as 
the login credentials for that cluster. Note: Leave this section empty for 7-
Mode filers. 

Å The following applies to Task Service for VNX ONLY. 
Å VNX Control Station Settings: VNX hosts require the IP address of its control 

station as well as the login credentials for that control station. 
Å The name of the Proxy Server, where the Proxy Service is installed. The Proxy 

Service is required for Auto-Recall functionality. 

¶ The following applies to Task Services for NetApp, VNX and Generic. 

The optional SSH settings can be used to set NFS permissions on UNIX only 
volumes. 

 

Editing a Primary Server  

 To edit an existing primary file server, perform the following steps:  

1. Under Primary Storage in the left-hand main menu, click Primary File Servers.  
 
2. In the Primary File Servers dialog box, click the Primary Server name of the primary 
server that you want to edit.  
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3. In the Edit Existing Primary Server dialog box, enter the changes/updates to the server 
information and then click the Update button. Please refer to the Add a New Primary 
Server section.  
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NOTE:   

To remove a primary server: 

Å If the corresponding Task Service has more than one primary server assigned 
to it, then you can remove one of its primary servers by clicking on the Delete 
button in the Edit Existing Primary Server dialog box.  

Å If the corresponding Task Service only has one primary server assigned to it 
and you want to remove that primary server then:  

Å Uninstall the DefendX Mobility VFM Task Service first.  
Å Click the Delete button in the Edit Existing Primary Server dialog box.  

 

    

Configuring Primary Server Shares  

One or more shares and exports for a primary server can be configured with separate tiering 

options, stub and schedule settings and secondary storage group than the settings defined for 

the primary server itself.  

NOTE:  

After a new primary server has been added, it may take several minutes for the shares to be 

populated; however, if the shares or exports continue to not display on this page, then the 

Task ServiceΩǎ ƭƻƎƛƴ ŀŎŎƻǳƴǘ Ƴŀȅ ƴƻǘ ƘŀǾŜ ōŜŜƴ ƳŀŘŜ ŀ ƳŜƳōŜǊ ƻŦ ǘƘŜ ŀŘƳƛƴƛǎǘǊŀǘƻǊǎΩ group 

or the account does have the proper permissions to the NAS device.  

  

To configure one or more primary file server shares, perform the following steps:  

1. Under Primary Storage in the left-hand main menu, click Primary File Servers.  
 
2. In the Primary File Servers dialog box, click Edit Shares for the primary server name 
that you want to edit.  
 
3. The Primary File Server Shares dialog box will be displayed.  
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Field  Description  

Filter Shares text box and button  Used to display share names using a wild 
card. This is useful when there are 
thousands of shares defined on the 
primary server.  

Share Name column  Displays the name of the CIFS share or 
NFS export.  

Share Type column  Indicates if the share name is CIFS or NFS  

Share Path column  {Ƙƻǿǎ /LC{ ǎƘŀǊŜΩǎ ǇŀǘƘ ƻǊ bC{ ŜȄǇƻǊǘΩǎ 
path.  

Tiering column  Indicates whether the share is using the 
primary server settings, or it has been 
explicitly configured with its own 
settings.  
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Enabled (via Allowed)  Indicates the share is using the primary 
server settings and the Allows tiering for 
shares that have not been configured 
checkbox is checked.  

Disabled (via Allowed)  Indicates the share is using the primary 
server settings and the Allows tiering for 
shares that have not been configured 
checkbox is not checked.  

Enabled (via Share)  Indicates the share has been explicitly 
configured with its own settings and its 
Tier setting is set to enabled.  

Disabled (via Share)  Indicates the share has been explicitly 
configured with its own settings and its 
Tier setting is set to disabled.  

Stub and Schedule Settings column  Displays the name of this setting for 
shares that have been explicitly 
configured.  

Secondary Store Group column  Displays the name of this setting for 
shares that have been explicitly 
configured.  

Configure Shares button  Allows you to select one or more shares 
to explicitly configure. The Primary Share 
Detail page will be displayed when this  

 button is pressed.  

Refresh Page button  Redisplays all the shares. This is used in 
conjunction with the Refresh Shares 
button.  
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Refresh Shares button  This sends a message to the Task Service 
instructing it to reload all shares for this 
primary server into the database. The 
button will become disabled after 
pressing it. Use the Refresh Page button 
to redisplay the page from the shares in 
the database. After pressing Refresh 
Page, the Refresh Shares button will 
become enabled again.   

Note: Allow several minutes for the Task 
Service to re-populate the shares into 
the database. You can continue to press 
the Refresh Page button until the shares 
you are expecting to be shown appear. 
The Refresh Shares button is useful for 
when new shares are created on the 
primary server and you want them to 
appear within a short period of time.  

Add to CTE Scan button  Allows you to select one or more shares 
to be included in a Core Tiering Engine 
(CTE) scan. Adding shares to the CTE 
from this menu will cause the CTE to 
scan the entire share. If you wish to scan 
certain directories within a share, then 
you must use the primary file server 
settings page to add the paths to CTE.  

Scan Policy drop down  Used in conjunction with the Add to CTE 
Scan button. The selected shares being 
added to CTE will be assigned to the CTE 
Scan Policy selected in the drop down.  
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4. Click the Configure Shares button. 
 
5. On the Primary Share Detail section, specify the configuration details. 

 

The tabular form outlined below displays the Configuration Options:  

Field  Description  

Use Server Settings  Allows the shares to inherit their 
settings from the primary server 
settings. If the primary server setting 
that Allows tiering for shares that 
have not been configured is not 
checked, then tiering files from these 
shares will not be allowed. 
Therefore, selecting to Use Server 
Settings option unconfigures the 
share and resets it to use the 
primary server setting.  

Use Share Settings  Allows you to explicitly configure the 
selected shares with its own set of 
tiering options for Tiering, Stub and 
Schedule Settings and Secondary 
Store Group. Using this option gives 
you the capability of tiering files 
located on different shares to 
different secondary stores.  
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Configuring CTE 

To configure one or more primary file server shares, perform the following steps:  

1. Under Primary Storage in the left-hand main menu, click Primary File Servers.  
 
2. In the Primary File Servers dialog box, click Edit CTE for the primary server name that 
you want to edit.  

 
3. The Primary File Scan Settings dialog box will be displayed.  

 

4. Switch to the ά!ǎǎŜǎǎƳŜƴǘέ tab to configure assessment scans.  
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Notes 

¶ Scanning must be Enabled to perform an assessment and to be able to change the Scan 
Type. 

¶ The Default Assessment Scan Policy will be automatically selected. However, you can 
change it to use any scan policy. 

¶ Scan All Locations will be automatically selected. However, you can change it to use 
Scan Specific Locations too. 

¶ You can either set a Scan Schedule, to perform an assessment at a later time, or set it to 
άbƻǘ {ŎƘŜŘǳƭŜŘέ ŀƴŘ ǎƛƳǇƭȅ ǇǊŜǎǎ ǘƘŜ άwǳƴ bƻǿέ ōǳǘǘƻƴ ǘƻ ŀǎǎŜǎǎ ƛƳƳŜŘƛŀǘŜƭȅ όǿƛǘƘƛƴ 
5 minutes). 

¶ aƻƴƛǘƻǊ ǘƘŜ /ƻǊŜ ¢ƛŜǊƛƴƎ 9ƴƎƛƴŜ ŀǎǎŜǎǎƳŜƴǘ ǳǎƛƴƎ ǘƘŜ ά{ǘŀǘǳǎ ς tǊƛƳŀǊȅ {ǘƻǊŀƎŜ {ǘŀǘǳǎέ 
page. 

¶ When the assessment is complete then change the Scan Type and Scan Schedule. 
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The Core Tiering Engine (CTE) Settings  

The DefendX Software Core Tiering Engine must be installed on the same server as the Task 

Server defined above.  

To enable the CTE to scan the specified primary server, the CTE must be set to enabled and a 

Scan Policy and Scan Locations must be defined. The Scan Schedule is optional if you do not 

want CTE to scan based on a schedule.   

CTE can be configured to scan all CIFS shares and/or all NFS exports that are found on the 

primary server by selecting the Scan All Locations radio button.  

If you want CTE to scan specific locations then select that radio button, enter a Scan Location 

along with a policy and press the Add button.  

 

Field  Description  

Format of the Scan Location  άshare name\ǇŀǘƘέ ǿƘŜƴ ǘƘŜ ƭƻŎŀǘƛƻƴ ȅƻǳ 
want to scan is a CIFS share located on the 
primary server. The primary server name 
is not included with the scan location. The 
ά\ǇŀǘƘέ ƛǎ ƻǇǘƛƻƴŀƭ ŀƴŘ Ŏŀƴ ōŜ ǳǎŜŘ ǘƻ 
limit the scan to specific paths on the 
share.   

Format of the Export Location  άŜȄǇƻǊǘ\ǇŀǘƘέ ǿƘŜƴ ǘƘŜ ƭƻŎŀǘƛƻƴ ȅƻǳ ǿŀƴǘ 
to scan is an NFS export.  The primary 
server name is not included with the scan 
ƭƻŎŀǘƛƻƴΦ ¢ƘŜ ά\ǇŀǘƘέ ƛǎ ƻǇǘƛƻƴŀƭ ŀƴŘ Ŏŀƴ 
be used to limit the scan to specific paths 
on the export. For example, if a location of 
άκǾƻƭκǾƻƭнέ ƛǎ ŜƴǘŜǊŜŘ ǘƘŜƴ ǘƘŜ ŜȄǇƻǊǘ 
ά\vol\Ǿƻƭнέ ǿƛƭƭ ōŜ ǎŎŀƴƴŜŘΦ bC{ ŜȄǇƻǊǘ 
and path names are case sensitive.  

NOTES:  

Å Microsoft Services for NFS must be installed on the same server that the CTE 
engine is installed if you want to scan NFS exports located on EMC VNX/Unity 
or Generic NAS devices. It is not needed for NetApp devices. 

Å Once you have added specific locations, a grid will appear displaying those 
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locations for which you will then have an option to remove them. 
Å Pressing the Run Now button to manually launch the CTE will trigger a scan 

within 5 minutes after pressing the button. You can view the Primary File 
Servers Status page to see its progress. The Run Now button will become 
disabled and will remain disabled until the CTE status becomes Idle as shown 
on the Primary File Servers Status page. This is to prevent multiple instances 
of the CTE from being executed. 

Å If you chose to enable the Simulate Tiering option, then the CTE will scan the 
locations but will not send tiering notifications to the DefendX Mobility VFM 
Admin web site. Instead, it will log the total number of files and the total size 
of the files that meet the criteria for tiering. The log file will be located in the 
/¢9Ωǎ ƛƴǎǘŀƭƭŀǘƛƻƴ ŦƻƭŘŜǊΦ 

Å Tier and Stub Sync: Performs a tiering and stub sync scan at the same time. 
Å Stub Sync: Updates the database with the location of all stubs that have 

moved to new locations. 
Å Recall ς Performs a mass recall of all stub files. 

 

Task Servers 

Use this page to push install new Task Services and Core Tiering Engines or to update one or 

more older versions of them 

A list of existing Task Servers, where one or more Task Services are currently installed, will be 

displayed on this page and will include a checkbox in the first column to give you the capability 

of selecting multiple Task Servers to update at once. Simply select each Task Server and press 

ǘƘŜ ά¦ǇŘŀǘŜ 9ȄƛǎǘƛƴƎέ ōǳǘǘƻƴ. 
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The Task Servers page provides the following details on Task Servers installed in the 

environment:  

Å Task Server: The name of the Windows server where the Task Services is installed. 
Å Mobility Version: The current version of the Task Service. 
Å Device Type: The type of Task Service installed, i.e., Windows, NetApp, VNX, Unity, 

Generic 
Å Install Status: The status of the push install that was last run. 
Å Install TypeΥ LƴŘƛŎŀǘŜǎ ǿƘŜǘƘŜǊ ƛǘ ǿŀǎ ŀ άbŜǿέ ƛƴǎǘŀƭƭ ƻǊ ŀƴ ά¦ǇŘŀǘŜέΦ 
Å Last Installed: The date of when the last push install was run. 
Å Last TS Result: The result of the Task ServiceΩǎ ƭŀǎǘ ǇǳǎƘ ƛƴǎǘŀƭƭΦ 
Å Last CTE ResultΥ ¢ƘŜ ǊŜǎǳƭǘ ƻŦ ǘƘŜ /ƻǊŜ ¢ƛŜǊƛƴƎ 9ƴƎƛƴŜΩǎ ƭŀǎǘ ǇǳǎƘ ƛƴǎǘŀƭƭΦ 

 

/ƭƛŎƪƛƴƎ ƻƴ άView Detailέ ŦƻǊ Ŝither the Last TS Result or the Last CTE Result will display 

additional information as seen below. 
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/ƭƛŎƪƛƴƎ ƻƴ ǘƘŜ άDownload Result XML Fileέ ǿƛƭƭ ŘƛǎǇƭŀȅ ǘƘŜ ŀŎǘǳŀƭ ·a[ ŦƛƭŜ ŎǊŜŀǘŜŘ ōȅ the 

DefendX Mobility VFM Admin as well as messages and errors that were added to it by the 

product installer service. This is normally used to help with debugging issues. 

 

Installing a New Task Server 

If you want to install a Task Service and Core Tiering Engine on a new Task Service, then press 

ǘƘŜ άLƴǎǘŀƭƭ bŜǿέ ōǳǘǘƻƴΦ 

 

1. Add the information for the server fully qualified domain name.   
 

2. Select the type of system this Task Service will be used to tier and recall files from.  The 
options are Windows, EMC Unity, EMC VNX, Generic, or NetApp.  
 

3. Add the credentials for the service account that will be running the Task Service 
 

4. Optionally, change the location of the installation path for the Task Service and Core 
Tiering Engine.  

Configuring Secondary Storage 
A secondary Storage Section contains the location and connection settings used to store the 

files that have been tiered.   






























































































































